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ABSTRACT
- o FOR o ‘

A STUDY UOF LONGITUDINAL CAUSAL MUDELS
) COMPARING GAIN SCORE ANALYSIS WITH
STRUCTURAL EQUATION APPROACHES

. i 1 iy .

V4 . . ) A : . f
~ Tne logic of ysinmg a gain score approach versus-longitudinal®causal models
1S studled i tms secundary anélys1svof a complex*data base. The ygain score,
model used by the Federal keserve Bank and the School District of Phlladelphﬁa .

1n tneir "WHAT WURKS I[N READING?" study 15 successively refined using the LISREL
) \ ' .
structural equat]on program. First, "tne Philadelphia data base 1s described and

-

~
-

t nen d]ff]Cu]ties of using gain score models are discussed. ‘ .

Regress1on est}mates of the d1fferent models are described. Procedures \J
dealing with identification, specitication and collinearity are exempl1f1ed A .

sensitivity anadysis of measurement and spec1f1cat10n error shows the degree to

-~

wmen estinated anameters are affeeted by researchers' ,assumptlons. The reana-

o
lysis sn0ws 1mprovements an the ynderstandlng of acmevement test data and the

-

logic of how “to analyze d@&a bases with longitudinal dependent var1ables.
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INTRODUCTION

- . ~ ‘
Current trends 1n applied research have witnessed widespread adaptatian

of multiple regression techniques to program evaluations. Whi1é regression

I 5 ~
analysis is a powerful techntque, 1t owes much of its- power to highly restric-

Hive and often unrealistic assumptioné. The interpretation of regression - Co
results, especially thé a;sessment of the relative 1mpact,of importa&ce of
independent variablés, can be treacherous. There is no assurance that con-
sumers of applied research, in this case séhoo] administrators, educational
researchers, teachers, or pofit1cians will understand its limitations.
Th1s'papeF compares methodological procedures used to analyze longitudi-
hal data. It critically comparés the use of gain scores to structural equation
approacnés.» The analytic techniques discussed here aré applicable tg a;y
Tongitudinal ana]ys1s., fhese generalJtechniques are exemplified in the secon-
dary analysis of Aata from theiQWHAT wdRKS IN READING " study conducted by the
School District of Philadelphia. | ‘

~

The data base examined in this study is the result of a joint effort in
N .

AN

1977 and 19?8 by the‘&ederal Reserve Bank and the School Qistrict of Phila-
delphia to §tud§ factors affecting the reading acHievement of 1;800 elementary
school children., Approximately 8,000 copies of their report "WHAT WORKS IN
READING" and its summary have been distributed throughout the world (Kean,
Summers, Raivetz and Farber, 1979).
Phi]adelphig.data are reanalyzed using LISREL. LISREL provides an extraor-
dinarily f}ex1b1e framework ﬁor parameter egtimation o} comp]éx models, and is

[}
-

.
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well adapted to a wide variety of models, including recursive or non-recursive,
as well as models 1ncorporating latent structures (Joreskog ahd Sorbom 1981).

Following an introduction to the <data base, the analysis proceeds 1n three.

-

steps, First, specification of the dependent variable is examined. The origi-

nal report (Kean et al., 1979) treated reading improvement as a net change or
garn score. Results of us{hg the gain score as a dependent variable are com-

pared tv results when reading at time ‘one and time two are treated as separate

v

dependent variables in a longitudinal model, (see Models 1 and 2).

v

second, eleven 1ndepgﬁ%ent variables are re-examiried to incorporate a

: . 4 . .
latent, 10-factor structure and the results of this analysis are compared to
the previous results. This analysis exemplifies the use of a factor structure

to control for collinearity. Third, the 10 factor model is subJecteq t0 a sen-

..

s1tivity analysis {see Land and Felson, 1978) with regard to random measurement
error 1n the dependent variables, and to‘specification error’ due to the omission
of theoretically important independent variables. Th1s_ana1ysié demonstrates

how small changes in model specification and residual assumptions can modify

.

results.

Information on 55 reading teachers, 25 principals, 94 teachers, 68 read-

fng ardes, and the 1,800 stLdents yrelded 245 varaables which were analyzed

A
by Philadelphia researchers usiny multiple regression techniques. The sample

select1on-proce§s was done by school. Average Total Reading Ach1gvement
Development.Scale Scores (ABSS) on the Ca}ifornia Achievement Tests (CAT—JUX
for 1974 and 1975 were summed aver grades 1-4. The 190 schools studied were .
ranked on the difference of these sums. The final sample contained ten
'Qwigh-high', fivé "‘middle-middle", and ten "low-low" schools wh{ch gave repre-

’ .

senta}ion from all eight administrative sub-districts of the city. The sample




totaled 25 schools. The students in these schools were represeﬁtative of' stu-

.

dents 1n schools haviny high, middie, and low success in reading achievement.
Data collection procedures included 1nterviews with school personnel (e.g., -
principals, teachers, reading aides) and recording ‘data from pupil records. S -

The data coilection process was completed in two weeks, (Kean, Summers, Raivetz
4 . ) )

and Parkér, 1979).

.
¥ r

JOver 500 multiple regression runs were conducted to establish which of
B 4

the 245 variables measured had the most 1mpact on the,reading achyevement
gain. Eighteen variables were 1dentified as contributing to achie}emgnt gain.
] “WHAT WORKS 1IN RéAdING?” points out the difficulties of analyzing this complex
data base without a theory. The Philédelphia technical report consists (
almost ent1re1y‘of'descr1pt10ns of variablgs and correlation matrices. Cross-

tabulations, path analysis, or modeling of the 245 variables were not under-
- 2

N

taken, and neither the relations among the 18 variables nor their impact on

L

third and fourth grade test scores were analyzéd.

As mentioned above, "WHAT WORKS IN READING?" found 18 of the 245 variables

- v

studied to have a statistically significant beta weight jn predicting the gain

score. Table 1 lists defimitions, means, and ‘standard deviations. for eleven

B

of the independent variables, and for the three dependent variables: the gain

score, and the third and fourth grade reading scores. The eleven independent
variables 1nclude measures of student: teacher, aﬁd school organizatién.

Table 2 shows the 14x14 correlation matrix of the variables listed in
Table 1. The impression obtained frém Tab]e'2\1s that the matrix is thin., Of .

the 90 correlations in it, 17 or 19% are greater than .15, and 12 or 13% are

. ~
greater thaq'{25. Table 2 contains 5% correlations among pairs of the 11 :

1ndependent variables hnq 5, or 9%, are greater than .25. The highest corre-

- lation of any variable with CATGAIN, the gain score, 15 .08,

(S ~3-

ERIC N 5 . . -
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! 1y TABLE 1
Code Names, Defimtions, Means, and Standard Deviations for
“Variables and Three Dependent Variables
Code Names Definitions i
' ¢
T, -1, Difference between Grade 3 and Grade 4 scale score 28.43 52.50
L
T, | Calafornia Achirevement Test--Reading Comprehension 385.06 67.74
Scale Score for Grade 3, 1975 . oL
X, Days Students were present 130.51 10.41
X, Student attended kindergarten 1=MO, 2=YES 1.80+ 0.
- X, / Number of npn-teaching supportive staff per school ——* 11.02
X, Percent of students scoring abeve B4th percentiie .20 A3
! California Achievement Test 1976--Total Readrng ~ o ,
) Xs Percent of clas3room teachers with less than 2 years experience .lgz\ .136
) X . Number of tedpheé pay periods with no absence 13.89 3.79
X, Teacher attends outside professional conference meetlngs 1.17 39
1=NO, 2=YES.
Xy First year teaching grade 4 1=NO, Z=YES 1.17 35
' &, Minutes per week of individugl independent.readlng 73.35 60.31
X1o Teacher would select the same reading program again 1.54 50
X1y « Times per week aide in room during reading 2,55 ‘ 2.31
1, ’ Califormia Achievement Test, Reading Comprehensxon 412.50 72.56
Scale Score for Grade 4, 1976
- )
N *feans for X3 were not shown in the November 1979 technical report of
» “aHAT W0RKS IN READING?”
?
3 ? -
. ‘
% \ - .
M /
(4] -4 -
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’ TABLE 2 '
f
L] v N
CORRELATION MATRIX FOR 14 VARLABLLS IN PHILADELPHIA ACHIEVEMENT
: ‘ STUDY, N 1;363 ,
’ <
L
€
Difference CAT Redd Juys Student f of Non- % Students 1 Lldss ¢ Teacher Teacher  Ist yesr Hin per Teacher Arde time  CAT.Reading
between Lr ) (Oorprehen Student Atteny teaching Above Bith  Tescders Pay Perfods attends  teaching week select during Corp. Scale
’ & Gr 4 scale Scale Score Present kindergtn  Support Percentile with Less With no outside GR. 4 individ. . same * reyding Score -197%
~ tcore Gr.3-1975 Staff CAT - 1976 Tnan 2 yr.  Absence conference independ. reading edch week Grode 4
Eapervence redding progrin -
T, -~ 1, T X, X3 - X, X, Xy X, X, X, N X, T,
LT, 1.000 ¢
T e ~.292 + 1000 : ) : N \
-1, .o74 .161 1.000 WA o
. . }
X, - .02 123 116 1.000 » . ( 4 .
G, .00 ) -.29%0 SN s 1.000 ) 5 .
L4 .
1, -.051 . 386 134 141 -.626 ' 1.000 =
1, . on - 118 +.056 -.09% W37 -.154 1000
X, .042 076 -.017 +.006 <135 -.040 078 1.000
L ~.0¥ -, 112 -.033 .004 -.02? -.082 .118 005 1.000 . 3 .
. . >
S -.002° -.139 -.061 013 104 .007 021 - 021 .021 1.000 - Y R
X 083 .090 .086 O 13 005 -.004 -.125 .021 1.000
s
Xyy -.007 .187 -.029 -.006 -.142 .030 e -.033 .080 .023 -.011 =119 1.000
I, . 0Q4 -.362 <16 -.110 527 -.427 on .010 254 ‘-.012 -.069 -.106 1.000
R N
n XA L A9 129 -2 .382 -.065 .10) -.132 <132 144 169 338 1.000
L]
R . .
- — - ———— e - g -
’ A
‘ ’ < .
!
- 2
¢ A =
t
4 / .
. \ . «
- -
’ v
{ ) ,
. B
) N .
LS . * .
ERIC ~ i )
.




2 ‘ ' DATA ANALYSIS

Gain Score Model Used by Philadelphia Researchers !

The regyression runSLdone by Federal Reserve Bank economists used the

d]ffefence between the ih]rd and ﬁourth’grade reading achievement scores -as

. a 51£gie depeﬁdeht variable. The use of “difference", "change"“, or "Qain"
scores has.Been thoroughly exaaned.(Thorndike and Hagen, 1955; Teorndike,

* and MuelTe;T“Ig;%, Keésler, 1977, Pehdfeton, Warren and Chang, 1979). These
examinat1ons have generally advised-against using gain scores because: the dif—.

“terence between the two measures has lower relidbility than the meaéures éOn—
S1dered saparately; their use requires iow error vanianee and high reliability

«1n variables; the calculation oflthe géin\score reliability tends to be un-
stable because Tt depends on five other values:-the thfee dorre]ation% and twqQ
variances:; and the analysis of gain scg?es is complicated by the effects of
regressidﬁ toward the mean. " .

Symilarly, Thorndike (1963:40, 1966:124), points out two characteristics
of us1ﬁg gain scores. F1;st, the gein score 15 almost certain to be nega-
tively correlated with the imtial achievement score. Second, the variance of
the gain scores 1S 1n some cases no more than ‘one-fourth the size of- the
'variance of the Time 1 and Time 2 scores. Tab]e 3 illustrates Thorndike's
comments., Desp1£e these disadvantages, gain~scqrgs continue to be used in

' . . ¥

applied research and evaluation work (Alwin and Sullivan, 1975).
. ~ \ ‘, .
Table 3 shows the variance-covariance matrix of the gain score and the third
. .
and fourth grade achievement scores. Thorndike's comments (see Thorndike,

1966: Bohrnstedt, 1969; Cronbach and Furby, 1970; Alwin and Sulljvan, 1975; Kim
“ I'd

~4
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4
TABLE 3
. Vartance-Covariance Matrix df Gain Scor‘e with the Two }\chievement' Scores
. ’ N = 1,363
. GRADE 3 GRADE 4 |
GAINSCORE READING SCORE .~ READING SCORE
. GATNSCORE 2,756:25. ' e S
GRADE 3 | : .
READING SCORE -1,039.52 - 4,588.71 ] ————i-
GRADE' 4 “ ‘ . o |
“—-~/1'1“QE§DINE SCORE Not calculated 1n 3,548.78 5,264.95
.- FRiTadelphia Study ¥ ° . )
[ -
,
- L+ 3
g .
)
-
\\\“‘v
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Student’s attendance X : .
. at school A : )
»
-, .,).\ - \ V ~ ~‘ S -

* Student went to krnder@arten

sz

Ratno of non- teachmg st
", _— ;o students
: %

& .
/]

-
o

S
x,

"Proportion of high achieving
students in“school

{

. N L e s SN
‘ > 4—
Proportion of new teachers
‘in school

Number of absences of
fourth grade teacher

Gain Score

(Fourth grade score
B, minus Third
. grade score.)

Attendance of fourth grade |
" teacher at outsitle
conferences

" Experience of fourth
grade teachers

Number of minutes students
spend reading independently

[

Teacher would select same
" reading program agam

AJ

Hours per ‘week of classroom
reading aide Su ort« .
9 PP + Model 1:

A Gain Score Model e

No time assumptions — —all independent variables are
assurmed to affect a single dependent variable. Al error
terms are assumed to be zero.

[,




. 1963:40, 1966:124) are appropriate here. As anticipated, the gain score is
] . . . ‘.' s
s neygatively correlated with the initial score-and the covariance of the gain

. ~ N\ ( -

score 1s 60% the size of the Tiwme 1 varmance and 52% the size of the Time 2

B ) ~

variance. . - ' LT
An additional problem with'the gain score is" that it obliterates inﬁor—
mat1on.‘ For exampie; mn ana]¥51; of read1no achievemeht scores, it could be
hypothesized that read1ng ]evel and ﬁeadang gain are associated However,’
. C010utat100 of a gain score e11m1nates data on the student's read1ng level at i
e1ther t1me. In this case, for examp]e, we find a negat1{e corre]ataon pet-
ween th1rd prade reading level and read;\xlgain from grade three to grade h
‘ ' four, 1nd1cat1ng that lower students tended to 1mpr0ve more rapidly than'
.higher level students. Consequently, factors assoc1ated with high gain may
also contribute toiwoo overall achievement. This mates ana]ys1s of a gain

score difficult té interpret.

Model f shows the gain score model. Al]l 11 1ndepenoent variables are

assumed to 1nfluence the gain score and are assumed to be measured without
error. The gain score model was analyzed using the just-identified multiple

regression option of LISREL.’

B

‘ Al

A Structural Equation Model of the Data ) L e

<

It Js theoretically reasonable that the gain score analysis can be
extended by considering alternative models that use data from both times
rather than Using the difference score as a single dependent: variable. The
analysis below used the maximum Y]kelihood\exploratory factor analysis (EFAP)'
and structural equation programs, LISREL IV and V, of Joreskog.and Sorbom

(1981).

| Y
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Maximum likelihbod estimation procedures, oraginally developed by the

~f

British stqtist1c1an'R. A. Fisher (1921), yield estimations which are efficient 'Y

ana consistent for large samples.- These approaches were introduced to ‘ y N

1

-

soci10l0gists {n the mjéale 1970's (Hauser and Golaberger, 1971; Burt, 1973).

Two-, three- and' four-wave multi-variable models have been extensively D e
studjed with these approaches (See, fPr example, Duncan, 1972 Hannan and

Young, 1977 Hargens Resk1n and Allison, 1976; Llong, 1976; Jo;eskog and

X Sqrbom ‘1977; and Wheaton, Muthe]n, A]w1g and Summers, 1977)

. »

‘Model 2 shows one alternative model for analyzing the Ph11adelph1a data
usS1ng ‘the two dependent variables- T1me‘1 and Time 2, together 1nsp§gd of ana-ﬁ'
1yz1n§ their difference. Two multiple regression runs were mad?ﬂb§fng the 11
variables; first the £h1rd grade achievement variable was used & the depen- )
dent var%@ble then.the fourth grade variable was used.

A review of "WHAT HORKS IN READING?" and conversatidns with School District
‘of Pﬁlladelph1a research and evaluation staff showed that 3 of the 11 vari-
ables can be hypothesized to imfluence both the third and fourth grade scores '
whi]e‘the other 8 can be hypothesized to influence only the fourth grade
score. Thé 3 variables influencing scores at béfh times’were whether the stu-
dent went to kindergart?n ( > ), and the proportion of students in the school
scoring well on the achievement test ( %, ), and the proportion of new
téachers ( - ).‘ . ) (

Model 2 contains two structural equations. The first uses only the inde- A

pendent variables affecting the third grade score. The second uses all 11

independent variables plus the third grade score. In this model, error terms

are also assumed to have expectations of 0. .




.
P e ey P 3

’

at school

Student went to kindergarten

L 4

to students

&
' ‘Proportion of high achieving

]

’

" Proportion of new teachers
5n school
4

Number of absences ‘of
fourth grade teacher

7 Attendance‘of fourth grade
' teacher at outside

grade teachers

Number of minutes students
spend reading independently

Teacher would select same
reading program ‘again

[

Hours per week of classroom
reading aide support

" Student’s attendance

Ratio of non-t73achiﬂgl staff'

»_students in school ;

conferences |

Experience of fourth

Tﬁird Grade
Score

’

Fourth Grade

Score

Model 2:

A Longitudinal Model -

Three independent varlables are assumed to affect Time 1
the third grade sqore.-All yariables and the third grade

score are assumed to affect Time 2, the fourth grada score.
All error terms are assumed to be zero. - ‘
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' The LISREL IV computer program was used to anaLyZe the covariance matrix. . ;
Py Brre?ly, the LISREL model . consists of two parts: the measurement mode] and the ’

M vy .
' X structural.uodel. The ned% urenent model specifies how latent or hypbthetica]
. : * )
constructs dnre measured 1n terins of observed variables. There are /twa measure-
1
\ . . > * -
ment mottels, ane Yor dependent variables, and one for independent variables. ° .

voLlet x = (X, x ...xq ) be a vector of observed independent variables and let
N 3

y =y oy, .n.yé ) be’a vector of observed _ =
‘ ) - 3 /
" - dependént valuables. Then, - ) : L \

¥ -
4

‘ »

- J N
where °~ and - are random vectons of latent 1ndébendgn£ and depenQent

variables, "~ = ( T )and n°= (n; , n,...n ) respectively. D
- S ° m ) " >

The vectors and  are errors of measurement in y and x respectively when .

- .7 [ ]

¢

y and x are medsured as deviations fron.their means. The matrices A (q x n)
. _ » X

v L

and - y(p x m) are regression matrices of (x on¢ and y on n ) respectively.

The structural.ifodel linking the two measurement models is given in (3).

\ . ; . . A ;" ‘ . { '\

Where - and . are coefficient matrices and - = (‘11, L, eee? ) is a
: m .

.
‘- [

random vector of residuals reflecting disturbance terms or errors in.equa- ~

\ -

tions, (Joreskog and Sorbom, 1978).

-«
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The two equations comprising the mogel in Figure 2 are given in (4)

.and (5).

1 r -
" = li“' + 1 (4)‘
- ), . ”
e T AR - (5)
!
! ', the third grade score is seen to be comprised of two parts, I' £

1

which represents th\?ffects of the three independent factors and ¢, which is«

the residual variance unexplained by the three-variables affecting the tH rd

grade score. Equation (5) can also be rewritten as (6).

N
L

(e el e . (6)

Al

f
' > the fourth grade score 1s seen to be compri'sed of three. parts:

s, i wmechn represents the'effect of n1oonny ; I26 which is the effect °

of tne 1ndependent variabled; and 7, .

v

variance of Nz, -

whmcn 1s the unexplained residual

This model 1S recursive 1n tnat the fourth ‘grade score 1s assumed to have

no effect oh the tmird grade score. Identifrcation problems in recursive

. L
models have peen frequently copmented on {Heisé,. 1969, 197Q). In order to
. % —0 -
$ .
mdke recursive models identifiable, restrictive assumptions are generally made

about error terms. Ftor example, 1n order to identify the Model 2 the usual.
procedure 1s toeassumg;tnat all error terms and covariances of error terms are
zero and uncorrelated with each other. This includes assuming the covariance

of the error terms, ¢, and &, 1n gquations (4) and (5) is equa];to zero.




Tne assumption of zerov error terms and zero error covariances is equivalent
tu assuming that all variables are measured without error. On the independent

variashle side of the model, 1n LISREL terminology, this situation is called

“fixed X"; . 15 assumed to be an identity matrix, the independent variable
. X ,
error matrix - = 0 and x= ., Similar assumptions are made on the dependent
variable side, 1.e., " =1, =0 andy =1, .Given these assumptions, the
y ' ' ' o

structural equation model becomes the following.

x

4

Analysis and Discussion of Mpdels 1 and 2

Table 4A pres‘ estimates for Model 1 and Model 2., There :aré dramatic

differences 1n the estimates obtained in magnitude and sign. Note also, that

_with the exception of the effect of T., in equation 2 of Model 2, most effects

are §mal]. In Model 1, the gain score model, e]éven independent ygmjaﬁﬁes
explain just aber 2.5 percent of the gain ;ggre variance. With effects of
this magn]%udetit is hopeless to draw éubstantivé\conclusjgns of consequence.
Héééver, n order to’iqgrease efficlency. and remove c]ﬁtter, a second set
of estyﬁdtes (shown 1n Table 4B), were calculated, fixing %nsignificant effects
at 0. In terms of goodness of fit and'éxp]aineq variance, dropping insignifi-
cant effects had little advgrse cohsequence{ indicating that information 1525
was trivial. At tHe same £1me, the reduced complexity of the models makés them
easier to compare. ‘

Estimates were prepared, suppressing to 0 the effects of Xl , X¢ and X7

1n equation 2. In this set of estimates, the effect of Xs 1in equation 1

bl
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TABLE .4A \

e

LISREL ESTIMATES OF MODEL 1 AND MODEL 2

L — ot e m e e —— e — o O

' Pependent Varfables
MODEL 1 . MODEL 2
" Independent o ;r->,
. . Variables T, - TL ‘ T = T /

X 373 (.074) , T .579% (.083)

G 2.587% (L020) ’ 10,445%(.062)  4.183 (.024)

- -.407  (-.085) . .434% (.066) _

X 43753 (-.111) . 190.846%(.366)  63.114% (.113)

X.. }1.111:,(.081) - 24.782%(-.050) 3.733 (.007) |
X, .635% (,046) ' Y 1.064% (.056)
X, -3.829% (.028) o 4075 (-.022)

X, 1.803% (.012) S W18.180%%(-.068) | e

' . Lose. (o) n T 123% (.102) l
C -.625% (-.006) | : T 12.267% (.085) -
X £.010% (.000) ' 7 _3.642% (-.116)
T ' ' .653* (.610)
§
(1-%)  .026% 195 .469
< /d.f. . 000370 © L 277.81/8
. , : ~, )
* Signmificance at less than .05 ‘ ]
Fiqgures 1n parenthese§ are standar('iued'estimates 'w. o —

‘ ' -




at

RN e <
was dlso. tound to'be non§1gnﬁy1Cdnt, $0 1 secondsset of estiimates mere ..
- i’ . -

) Y )
prepared, settinyg at 0, Xg 1n equatiod 1. In tmis second set of estimates;
L] - »

thne X 1n equation 2 shifted just out of the critical region: .

.

. — .
First, the,gain score model yrelds quite a different picture than the 2

wave model. Tne variables X and X'; are non-significant 1n Model 1 and in

3

equation 2 of Model 2. X, o, the teacnéfs attendance at outside conterences, is

-

an amoiyuous nedsure. It may measure level of professional ihterest and

awdfeness, but 1t may also medsure teacher absence from,the classroom,. or a°
*

Jesire for“upwa}d professional mobility, .1.e., to get out of the classroom.

‘
’

‘X, Kindergarteén, 1s an interesting variable since it is non-significant

1n Model 1 and 1h equation 2 of Model 2, but signiticant in equation 1 of
: %N .
Model 2. Kindergarten experience has an indirect etfect which is missed alto-

s v

gether 1n the yain score mode].

The variable, X, , Teacher experience, is significant in Model 1 but

.not 1n_Model 2. In other wokds, §tudents of experienced‘teacnerg'%how more

. ) . . ’ .
ymprovement than students ot 1nexperienced teachers, but when we control for

reading competence at Time 1, the teacher experience makes no differénce in

]

reading competence at Twme 2. The ettect of Model 1 could represent a dif-

~

terence In assignment. [t would seem reasonable that the school would take

teacher expertence 1nto account 1n making classroom assignments.,

"v

four teacher and classroom variables, Xs, Xa, de and Xll, are non-

signmificant in Model 1, but are s1gn1f1tant n Model 2. It seems their
. ‘ y :?

PR

eftects snow when assignment is taken 1nto account. , - . ;wﬁ

. .
4 o

Three remaining variables, X1 s X , and x9 are signiticant in both-

L

models. However, only X1 and X9 agree n both models. [t is 1ntéresting to

note that X1 and Xq , along with X_ , aré the only independent variables

o

—16— -~ -
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TABLE 48 .- ®

.7~ LISREL.ESTIMATES OF MODEL 1 AND MODEL 2 ’ ) '
WITH INSIGNIFICANT PATHS SUPPRESSED
\ , o ) ,
Dependent Variable .
MODEL 1 MoDEL 2 -
‘335?28?2"t R T T ’
et | _,2 ! . ! . 2 .
xl'” o383 (.075) ' :‘;269 (067) -
- 0+ 0 10,999 (.065) ¢ 0% 0% \
xa\t>‘ 344 (-.071) - L 303 (.085) (not significant)
X 240.351 . (5.100] 18.813 (.381) 64,051 {.115) ' |
X, 32.349  (.084) of ot p* of
X o7 0T - .‘.BQO (.045) -
X, 07 of gt of
X, o of 8139 (-.039)
X, 067 (.076) ( .102 * {,085) {
X, ov o7 o 7.604 1(;052)
. ot ot . o -2.065””(?;065f
T | o R .680 (.635) )
1 - ¥ .024 .195 ' .463
X} /d.f. 4.407/6- 212.712/12 )
+.~F1.xed at 0 ' | “ \ .
‘ . - L. :
Figures in parentheseés are Standardized estimates ’ '
-17- i
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]

seasured at therstudent level. ~Allsothers are at the classroom and $Chool
level. The anterpretation of X , student attendance, and X9 , time in the

1 ™ .
¢ldssroom spent reading 1ndependently, ls'stra1gnt tforward. Students who come

Lo school more, and spend more time reading while at school, can read better

)

at the end of the year. Not very.profoundibut.a tinding nontheless.

Tpe variables, X and X , supplemertary staff and proportion of hignh oo
3 1, - '
.‘scorlng students 1n tne school, share a positive sign in Model 2’and a nega- .
tive sign 1n Model 1. Looking f1rst at -X,*, students in. schogls 1nc1ud1ng a

niyn proportlon of h1§h scoring students do not improve as much as students rn

schools with a 1ower proportion of h1gh scorpng students; but when reading’
. N * S

. ' level at time 1 1s controlied, students in schools naving a high“bropOﬁtion of

0

high scoring students score higher at time 2. ! : ~

)

This as a complex association. Tne variables, X, and X, are-highly

- . .
-

- correléted negattyely, -.626. Considering just Model 2, they have opposite
’ Y .

si1yned correlat1éns with the dependent variable, but their etfects in Model.2

)

lave the same sign. Substantively, 1t seems that X, is measuring the level

v

of readiny competence in the school. It 1is arguable that what is being .
. - )

neasured 1S the ‘socioeconomic level of the scnool ; middle and upper middle .

class students tend to have migher levels of scholastic success than working

N -

1

and lower class students.

Y

In.elther case,.Model 2 suggests that since supplémenthl staff persons

°
.

are assigned on the basis of need; scnools with low general levels of com- - .
‘ . . / ' ~
petence will receive more staffing resources, ‘accounting for the high negat1ve

correlation between X, and X, . One could call this an allocation effect s

Consequently, X; “has a nedative correlation with T, ., because of this alloca-

/

-

-18-




tion effect' but when X and X* are entered in“the saﬁ§ equation, the part1a1

u}y,

n"

eftect of X 1S positive, suggesting that when the a]]ocat1on effect of
staffing 1s contro]led the effect on reading levels is posit1ve.
In Model. 1 the effects of both X, and X on the gain scgre are negatwve

Lleadiay to the conclusion that supp]ementary staffing has a detrwmenta]

influence. Instead what apparently, 1s operating is a negat1ve?3ssoc1ation

> .

. between gainfand initial competence level, Low 8tudents have higﬁér gains,

) . Uernaps because of a cerlang effect i. e., less room for 1mprovement and perhaps

“also because of the allocation effect of supplementary staff, i. e.,‘f:;

-

concentrated 1nstruct10n

The fdregoing interpretation seems sat1sfactory except that it is A

contradicted by the effect of Xll. The var1ab1e X11, time in classroom of
4 »

reading aides, should be expected to parallel the effécts 6f Xs , to the 'i{\
extent that both measure supp]enentary staffing. The only major difference

between the two 1s that Xu is measured at the classroom level, There afe*two i

i - o
possible interpretations: first, it may be that a collinearjty effect is

- A . LM‘-“

distorting the effect of Xll,\pince it is correlated with both X; , +527,
ang—j‘ , -.427. This may’also explain‘why X ; becomes nonsignificant (see

: . . )
Table 4B). Second, it may be that there is a true negat'ive component in X11 .

For example, it has been suggested (Conant, 1971) that. classroom aides may be

mlsused, supp]ant1ng rather than supp]ement1ng instruction from more h1ghly

trained and qualified teachers., In other.words, teachers who make the h1ghest

a ’
use of aides may be over-relying on aides. '

-

In summary, Mgdel 2 tends to produce a pattern of effects which ‘Come

closer to matching reasonable expectations about .reading achievement.

Sy

v

‘),I o . .

’r~




ERIC”

Aruitoxt provided by Eic:

-

¥

‘ ’ .
“Lonsistentiy, revérsdls 1o siyns-of effe ts of independent variables suggest . y

. N

that pertormance of a particular studépt Ueﬁehds taryely on that student's

starding poulnt, su thdt when 4 student's startiny point 1s taken into account

a cledrer picture 15 obtained of the factors contributing to fis or her

£
. 2

cprogress, .
/

Model 2 accovunts tor aepproximately 20 percent of the Time * v%rignce and

e <

do percent ot-the Nme 2 variance. This 1s an mprovement over the miniscule ,

awunt uf ygain Score variance accounted for by Model 1. At gthe saie time 1t
. L4 :

“

“wust be ewphasized that effects are small vn both nbdels and ‘may be, although

stat1stically sigmificant, substantively trivial, For example, Model:2 indi-

P———

cates that edcn day ot apsence trom the classroom results in an expected loss

. 4
of halt a point on the CAT reading achievement test, when the standard N

N

deviation of tnat test 1s 72.56. Model 2 alsd indicates that each minute

\ Ry

sspent per week dt 1ndependent readiny results 1n an expected i1n¢rease of one-* , |

N -

tenth point on tne CAT (.102). “Incredsing that time by an hour pér week would

armount to a sia point mmprovement, not a very large payofft,

These figuings must be viewed 1n the context of specificatiop, We have .-

t.
b

Tseen now strongly the siyn and magnitude ot effects can be altered when new !

1nkun1atlqu1s added, The addition or other variables would probably «alter
t . *
estitates,  The low percentayge of variance explained suggests that there must,
» ]

Deouther g ur Intluences on readinyg abilities which have _not been taken into

’,

consideration, .

~ . 1




A STRUCTURAL EQUATION MODEL WITH NON-ZERO ERROR ASSUMPTIONS ;

. . . )
I8 .
. .

Model 2 leaves a major substantive issue unresolved concerning the lack

A . P

of symmetry of the effegt§ of X, and X,;. Both relate to staffing variables
74 . '

'ﬂ" - . S to- % rd
and sgfuld have parallel effects. Three highly intercorrelated variables, X,
Itm . s

X,:, were analyzed using confirmatory factor analyses to explore an

-

X, an
exhaustive range of factor structures. A two- factor stricture as in Model 3
produced the most satisfactory fit.

. 4 : ‘ . ‘
Initially, specification of the measurement model attempted to load all

&

three variables onto oné factor. These attempts resulted in unsatisfactor
.. + B

goodness of fit .dragnostics, leading to the présent loading of three variables

on two factors. Ihent1%1cation of these correlated disturbances was

accomp§1shed by placing arbjtrary cogﬁtraints on Phi, the matrix of correla- .

-tions among factprs. Model 3 had excellent goo&né%s of fit Mdicators, e.g. a |
probabil1£y levelvof .15, The goodness of fit was also imgioved {n increments

L 4

«, by specifying small, correlated error terms among independent variables.

The Model 3 structure suggestslthét X 3 and X, have different but
oVeflapping underlying effects. The association of X, %fth Both factors
. ‘1nd1caiég'that the allocation effect of\supPLementéry staffing discussed in '
the-previgus section, applies to both staf%ing'variables. The correlation
between the two factors is .754, indiéating that while theré iS’substantial'
overlap, each factor is nga degree unique. If the lack of symmetfy between

X. and X, had been due to a distortion from collinearity, it should have

‘been possible to load all three variables on one factor. The ‘resistance of i

\ . ' _ ' .

<




- -

. L o . o © o
the covariance structure to a single factor structure is* taken as empirical

evidence that lack of symmetry ¥s not- dueo collinearity, but that. the,
. : > - . - .
effect of-X , is inded unique from that of X_. ,
s s ¢
Emp]oyment of conf1rmatory factor analysis in th s way creates a :

3

meaéurement model" relating all eIeven 1ndependent vak1ab1es to ten inde-

A
pendent factors. o .

The measurement mode] hypothes1zes an observat1on‘to be composed of a
true value attrlbutable to the ‘thing observed, and measurement error as

described ear11er in equat1on 1, x =N €% where X  is a matrix of

‘ 1ndependent observed variables; A is a matrix of factorlloadings showing

.’

how much of each variables’ variance 1oads on each factor, $  is a
. ‘ . ¢
variance-covariance matrix of the unobserved independeht factors, and & 1is a

matrix of the errors in-measurement.

Equation (8) shows the unstated independent measurement model of,a ‘ .

typical multiple regression approach.

.“’ n o3 i( = {) i-’: ( 8-) ' ‘:“;

.

Since the -errors are assumed to be zero, & drops out of equation (1). .
Since multtple regression programs usually assume the number of variables
equals the number of factors, ~X is an identity matrix. Thus'g is shown

to-be equa] to the var1ance covar1ance matr1x of the 1ndependent var1ab1es.

Models estimating correlated measurement error are useful espec1a]1y
g1ven a set of theoret1ca]1y 11nked and co]bgnear mu1t1p1e 1hd1cators. The

1og1c of procedures used ‘to obtain mode]s w1th rea11st1c error est1m£tes can

- [
an .
. ’ ~ f ~

also be 1nverted by fixing measurement error along a range of hypothet1ca1

-

Lewels in porder to observe the sensitivity of other parameters to measurement

. : . -4
errors. fxamples . of this will be shown. later in the paper. '

. -

"
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Model 3. . -« -
Independent Measurement Model

Does not gssume errors are zero or uncorrelated. Shows
detail of facjor.structure.
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~

Discussion of Model 4

Model 4 includes the independent measurement. model shown in Model 3 with the

exception that the links among the factors shown in ﬁéde] 3 are not shown in

Model 4 to simplify 1ts presentation. The full model; as described in - -

equation 3 and exemplified in Model 4, links the independent measurement model
' ¢ Ry .

-
-

to the dependent measurement model. . . o
“Five additional matrices are now used. One of them, gamma- ( '), links the

. ‘e ’,‘ N /,
independent and dependent models: Three mqtrices, lambda (A ), beta (B ), and }
~y ]

" _tnéta eps1lon (g»), descr1be the dependent measurement model and one matr1x,

L BT e B s,

»

p§1 (‘) gives the errors made in predicting va]ues of the dependent factors.

.Row 1 of gamma represents the effects of the independent factors on Time
1, and row two is their effects on Time 2. Three of the eleven independent
variables were hypothesized to have an effectyon the time one reading score,

but one of- those loaded on two factors. Consequently, four of 'the ten parame-

t

~ters in row 1 were estimatéd, and the remaini$q; six were assumed to be zero.

Since all e]even'variables,“gnd thereforeall ten factors are hypothesized to

affect the Time 2 reading score, all ten gamma coefficients were estimated in

. - -

row'2. ) _ ‘ ,
Beta 1s a 2x2 square matrix of coeﬁ{icients relating the two dependent
factors. The diagonal elements represent the eféect of each factor on 1tse1f. '
Sk represents the effect of Time 2 on Time l and is, ’thérefore assumed to

‘21 represents the effect of Time 1 on Time 2,

be 0. and is estimated.

Psi is a 2x2 symmetric matrix of errors in equations, the diagonal ele-

ments represent the unexplained variance in each dependent factor after all

-24-

= —

/~‘ ~

-




. The Full Mcdel

' . : * Detalls of effects between independent factors omitted for
¢ . o . clarity. See Model 3 for details..
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K
v

the 1ndependent variables have their etfegt calculated. The single off

\ _aragonal element, r,;, 1S tne correlation between the unexplained variance

’ : - .
M eacn ractor.. Tmis 1s usually assumed to be zero, however, if it 1is

redasonable to°assume that umitted variables are operating (Zellner 1963), .

.

then. -, will not equal zero and will Gpward}ybb1as the estimation of beta.
S *

i .
4 . ) ‘ ”» . .

%

Goodness of F1t and Longitudinal Assumptions

. 2 . [ 4 N . .
«Tne LISREL IV program provides an * measure of goodness of fit, as an
. .7 . ' N
indicator ot distortion introduced by over-identifying restrictions. However,

.
N

* the «° value 1s misleading for large samples becauﬁ*its magnitude is a func-

tion of sample si1ze. There 1s a serious danger Of over-fit when restrictions

. . 2 ‘ =
* too diligently refine a model to minimize X .

S w e

Some researcners prefer thne Tucker Lewis statistic wn1cn is based on the
ratio of the Siyma matrix to the covariance matrix, and is therefore indepen-

dent of sample size (see Tucker and Lewis, 1973; Knoke, 1979).

\

. In'Mode1'3, the ¥’value obtained was quite low, 20.79 with 15 degrees of
freedom and a probability of ‘occurrence of 143, This is very low and may

., 3
suggest overfit, However, . in Model 4, the X?valué takes a large step upward,

. 1o 212.34. Tnis suggests that over 1dentifying restrictions in the gamma or

1 beta matrices are at fault. .Freeing all parameters in the gamma matrix results

- n cn“'value of 43.73 1ndicating that over-identifying restrictions in

- N »

. 2 .
equation 1 are responsible for most of the distortion picked up by X,
- 2 * . . »
It ts not important'to mmmize A , however it is important ta balance

goodness of fit against over-1dent1fy?n§ restrictions. In‘this case it would

appear that the structure of tne model does not allow for & cross-legged effect

o1 reading acn1evement at T]me 1.on classroom assignment 1n the com1ng year.

. -

-26-"
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i ~ - . .
However, these effects, when-estimated, are trivial in magnitude.
’

Codseqqﬁntly, 1tseems unwarranted to revise the model in order to incorporate

-

;thmi

- . P

y -

Comparison of Mpde]é 2 and 4

* : Table 6 compares estimates obtained from Model 2, to those obtained frqm

. Model 4. Tne ‘more complex factor structure has incrgased the amount, of

variance explained 1n the Time 1 and Time 2 vardables., Of major interest are

the effects of the two factors asso¢iated with X, , X, , and"X . Factor 1,
. . )

v

wihich 1s 1nfluenced by X, but not X ,,, has a positive. effect greater'than the
éifect of either X, or X, in Model 2. Factor 2, influenced by X, but’ not
* R Nen
X, has 3 very large negative ‘effect.which 1is considerably larger than the
A . . .
negative effect of X,,1n Model 2. These chariges are also reflected in asarge

. - . :
change in the proportion of variance expiained in fourth grade reading, .46 in

Q

Model 2, and .55 in Model 4. These results indicate that there may well be a

< -

: detrimental effect re5u1t?ngcfrom inappﬁopriﬁtq use of reading aides.

There are other notable changes in estimates. Teacher attendance, e s
.

has "a sma}1 but signi}icant‘effect in Mbde1 2 Sut an insignificant effect in
Model 4. Teacher's attendance at outside conferences, X, ) is non—§ignific?nt
1n Model 2, but has a Smail, significant effect in Model 4. Teachers approval,
of the “reading prggram,ﬁx 1 , js significant in Modef é but not in Model 4.
Since these are substantively miniscule effects in either’ case, one hesitates
to draw\Zonclusions,‘but it 1s consisteﬁt te suggesE that a teacher's pe}for-
mange mdy have a great deal tg do with his or her effectiveness in using \

< a1des. By drawing out the eff;ct of over-reliance on aides, effects of other
teacher and classroom Vagiables were bound to shift.

- . . -
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| _TABLE 5
COMPARTSON OF MODEL 2 WITH MODEL 4
. / - * o
Iddependeﬁt - Model 2 .. Model 4
Variable £Q.1 Q.2 EQ.1  °  EQ.2
~§‘ . L]
. X .083* ".064%
B -~
X, _ © 062 .024 .023* ,012
. X, ) Y J066*
Factor 1 - L3111 221 -
X. - 366, . .113* .
¢ Factor 2 . o - -.137* { -.396*
Yoy ) 2,116
X 050 007 - 125% -.012
X, .056% .020
/
X, « -, 022% .060*
\, T~ -1068* o -.043*
. 3
X, - . 102* L111
X N . 085 .025
T, .610% ,553% -
. / v ¢ -
BRI CL19s 469 31 .55
gL : 277.81/8 212.338/18
N N

*y1gnificance less than .05

AVl figures are standardized estimates
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THE ANALYSIS OF MEASUREMENT AND SPECIFICATION ERROR

b '
3 -~

5 : To this point we have considered threé¢ different models. Regardless of

-

.which 1s cﬁnsidered the best, our, tinkering has resulted in changes in sizes
(Y . .

and maynitudes of effect coefficients, and also led to changes in

interpretation.  The kinds of applied policy recommendations derived would R

N “
A %

“tepend on which model was considered. - < . . . ; >
nowever, specificatign of the causal arrangement ‘of variables 2§§on1y one

+0f many cnoices that can influence the magnitude of effect coefficients. A

“ !

major. area of skepticism concerning multivariate models is in regard to the
- d1sturbances on error terms.

N ) . - . ©
Two major classes of error concern multivariate models: errors in - ]
= " variadles and errors 1n equations. Errors in variables generally refers tq

N $ , .
validity and reliability of observation. Error$ in equations, or specjifica= |

v

ti1on error, refers.to the empirical adequacy of .a model. Omission of a ' . -

variable v h should be included, would result in specification error, as
- would treatment -of a non-linear relationship as linear.

-

it is difficult to assure the elimination of error.  However, as aﬁ&

. @ ¥
safeyuard, 1t is possible to examine. the behavior of parameter estinates under.

. \

hypotnetical error conditions. Land and Felson (1978) describe a set of tech-

.

niques which fhey refer to as sensitivity analysis. Applied to analysis of .
. LY .

error, one of their suggestions is to hypothééize a range of error conditions,
T ¥, _— -

¢

- ¢ . . t, .
and examine the conseguences of those error Conditions on parameter estimates.

, As described above, typical identification of two-wave one-variable ¥ ,

. . -

madels assume rrors exist in the measurement of variables, no error

»

, 29t ' s
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. el

covartances exist and the disturbances Ot the gquations are uncorrelated.

sonrnstedt and Carter's (1971) and Alwin' and Jackson's (1980) admonitions 22

*

v .

that path analysis 1$ based on very restrictive assumptions and that such

¢

assumptions reflect a blatant unconcern with measurement error problems are

L]

also pertynent here. )

-
-

The error a55umpt1ons typically made in order to identify two-wave

one- variaple models are unrealistic. For example, 1n the Phi]ade]ppia data

H
= -~

1t 1S reasonable to assume there 15 some measurement error in- the measurement

0f tmird and fourtn grade read1ng achievement. S1nce a s1m11ar measurlng

“i1nstrument was, used at botn times, it may be reasonab]e to nypotnes1ze corre-

LY

lated measurement error (see wiTey and Wjley, 1974). .The Philadelphia. analy-

sis implicatly assumes the gain score was without error. Moreover, their

) 1ndependent variaoles probab]y contain some measurement error.

Specification error, due to the omission of 1ndependent variables, is .also

a major concern, espec1a11y because the Pniladelphia,study co]Tected but did

v

not report on variables over which the school had no control, e. g., race, sex,

" and socxoeconom1c'baCKgrouno. The absence of these variables probably creates

. dn upward bias, overstatlng the ettect of Time 1 on Time 2 reading

« !

acnievement. Var1aQ1es autocorrelated over time tend to be so because the

) s‘ .

same set of 1ndepende§$ variabtes tend to be operatlve at both times, such

tnat exclusion of an 1Mportant 1ndependent variable reSults in a spur1ous

serial eftfect, ’

)
}

[f tandem measurement error 1s present in the dependent variables, sup-

pressidn on the longatudinal effect should be anticipated. On the other

‘handg,

ettect,

speo1flcat1on errer should lead to an upward bias in the longitudinal

gsing LISKEL, 1t 15 pogsible Lo deal with these separately. The

"o
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’l - '

matrix Y , @ 2 X 2 symmetric matrix, représents errors in dependent
variables. .., L represents error iny, , fg,, error iny, and g,
1s the correlation between the errors, in this case perhaps a test-fetest

bias. To examine the effect of measurement error‘onfﬁl the elements S€11 and

-
R

o< were fixed at 0%,.05 and .10 of the variance of their respective y's.
" £xamining all combrnations, nine hypothetical measurement error conditions

were examined, as shown in Figure 1.

®

‘ e T AMOUNT OF-ERROR IN y = = === A
0 .05 .10 :
ol 0, 0 0, .05 0, .10
AMOUNT OF ERROR 7 . : . '
IN y,. .05 [.05, 0 ..05, .05 .05, .10
. - .0 |.10, 0 .10, .05 .10y .10

'S
FIGURE 1

Vai -

Cx

The matrix ¥ 1s also a 2 x 2 symmetric matrix of'errorsrin equations‘
where y/, represents the variance of Eta ,, the unexplained variance 1in
" equation ], and 22, the variance of Eta:2 . “the unexplained variance in,
. . equatioa 2. 1f specification error i3 present the residuals of thg two struc-

tural equations will be correlated, perhaps reflecting the presence of -

.omitted varrablesn




To investigate the potential for specification error to influence BZIQkWQI
was fixed at 0, .05, .10 and .15. A §énsit1vity analysis was performed on the

Jata (Land and Felson, 1978: 289). Each of the four levels of specification .

- N

error was™applied to each combination of measurement error, resulting in 36

~

-error models: I - -

.
[

Results of the Sensﬁtingy Analysis :

-
N

, . ]
" Table 6 shows the results of analyzing the thirty-six models containing ’

“ v

. L4
combinations of error levels in Y1, Y2 and %1 . _ 1

first, that. the inclusion of these error estimates did not disturb the ’ ©

goodness of fit of‘the basic mdaéf, as X* remains constant througdhout the
table. Second, there are trends with changes in measurement error. Third,

there 7is yet another set of trends to be interpreted in relation to changes . in \\_

w

specification error, ¥,, . X

These. are maximum likelihood estimates but these trends are identical to
w@af would be expected from least-squares estimaté$, given an agsumption from
measurement theory that for large samples, the estimated variance of a variable

weasured with error will always be higher than ‘the true variqnce, but that 1in

~

cross product expressions, random error will tend to cancel, résu]ting in
unbiased cross product estimates (Siegel and Hodge, 1968).

E] . 't -
Tablé 6 shows three trends relating to measurement error. First, the

unstandardized Beta estimates increase with removal of error from Y,, but ) :

3

In other words, measure-

’

remain constant with removal of error from Y,.

ment error in the antecedent time 1 variable will result in downward bias.in

’

the unstandard1zed beta. -
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Aruitoxt provided by Eic:

- b}
s, ) \ 4 .
‘ TABLE 6
. ) p .
' PESULTING PARAMETER ESTIMATES
v ' \ GIVEW ERROR ASSUMPTIONS INY, , Y, , AND Y,
) MG TuE .4 ESTIMATES ur/ MAGH ITUDE ESTIMATES OF; MAGH 1T UDE ESTIMATES OF:
OF EAROR ) OF ERROR . OR ERROR :
ASSUMPTION . ASSIMPT §ON ASSINO T 10N
\ o o _ .
3 g A s ? s 5 ? s . ' g
Y: Yz 1:1 - § b ] 1:: Y Y Y, ‘n b 60 ‘:_: X Yl___Y_g__a .'_zJ R _____E_ ____f“ -,,jif__.-_x_;_
0 0 0 592 .553 .029 .A19  212.3 .05 0 «0 .6139 .§82 .029° ,403 212.3 .10 0 0 694 .615 .031 .383 212.3
[} - ,t' w
0o ~*0 .05 .515  .4AR1 ,029 .423 212.3 .05 -0 .05 .557 .507 .030 .406 212.3 10 0 .05 .607  .533 .031 .387 212.3
0o 0 .204‘ A3 408 0 L4340 21203 .05 +0 .10 LA76 0 .433 .031 .18 212.8 .10 0 .10 .520 .461  .032 .399 212.3
0 0 .15 L3590 .335 .0 L4852 2!7.3: .05 0 .15 .J93 .35 .033 .A36 212.3 10 0 .15 434 .384 ,034 .AlD -712,3
“ A ’ . )
‘ .
N N
0 .05 0 .593  .568 .029 .389 212.3 .05 .0% 0 .639 .597 .030 371 212.3 10 .05 0 .694 .630 .032 .351 ?212.3
‘0 .08 .05 518 .4§5 .030 .3924217.3 .05 .05 .05 .559  .522 .031 .375 212.3 10 .05 .05 .609 .554 .032 .35% 212.3
0 .05 .10 MO 422 ,.031 403 2123 .05 .05+ .10 . .A79 .A40 032 .386 212.3 .10 .05 .10 524 .41 .033 366 212.3
0 .05 .15 L3640 0349 .033 .41 212.3 .05 .05 .15 .yq .313 034 .A05 212¢3 100 .05 flS .440 400 .035 .385 212.)
i 0 .10 o ' . .583' .030 .‘355 212.3 .05 .10 0 .639‘ 613 :031 .336 2172.3 A0 W10 0 .694  ,6487 .032 .315 ?212.3
0 .10 .05 519,511 L0311 358 212.3 05 .10 .05 ,.561 .539 .032 .3A0 212.3 10 .10 .0% 611 571 ‘.OJJ J319 2123
o .10 .0 s 3.438 .032 ,369 212.3 .05 10 .0 A3 .64 033 .351 212.3 .10 .10 .10 .529 ,494 ;034 .330 212.3
\ .
0 .10 .15 2311, .365 034 .37 212.3 ' 05 .10 15 .A05  .389 035 .370 212.3 10 .10 .15 .447 .A18 .036 .349 212.3
» -~
. - i i
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Second, the value of the standardized beta estimate increases with removal

g
-

10
-

]

or Y, . This can be explained by recalling hat

Qu ‘
unstandardized and standardized estimates are related by equation (9), where

5(= stanuardized beta, 3 = unstandardized beta, and S = standard deviation:

1

‘<&

S
Y2

Te

requtring thdatl D spitt upsward,

(9) ~

‘

/

It remains constant, and error 1s remgved from ¥ Sy . will sni

£

(-

.

-~

o

downwara,

Consequently, with Sy, and 2 constant, stan-

2arciced estimates will be downwardly biased by random measurement 2rror in

Yo

Tnird, Tavbie 6 also snows the stancard error of Beta.to increase with

removal of

-~

despite the tej
expact "t to dberebse as 3

error 13 that 1t

’

~

’

!

Gapyes of B to increase.

eéror fron either the independent ‘or the depenaent variaole,

.

Ordimarily, one would.

°

increases. - A boThersomé aspect of measusrement

beta, even given the downward bias of ¢ . Wote, for example, that! where

©

Q\
2191 1\fesu1{ it an anappropriate inference. .
b e
v
e,
\ Y

34
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| .
standLra error 1ncreases despite ap increase 1n 3.

.

In this example, the bigs in the standard error is not critical only

Y

produces downwardly biased estimates of the standard errcr of

.

arcor in ¥, = 0, Y. = 0, Ps= 0; ve fina 3 = .592 ando, = .029, while wnere
. . . . . ol .
N erroman ¥ = .10, ¥, = .10, %, = 0; we find 3 = .694 and7, = .032; the

cause. the sample size 15 ldrge, 1363. In smaller samples, thi§ b1as could




LY

In addition to an analysis of measurement error, Tabfe 6 contains an
ana]jsis of spectfication error. The matrix ¥ contains, 1n addition to the
. unexp]ained variances of Ni1and N2 a cross prodﬁzt term, Y21, representing
the covariance between niandnz . The explained variance in m is -

accounted for by gamma estimates in equation 2, representing effects of the ‘

o 1ndependent var1ab1es, and by” tﬂ,‘representing_the effect "of ny, the grade 3

read1ng scores. . . ) -

’ < represents a pecullar effect because€, unlike the 1ndependent variables,

~

y: , a test score, is not a measure of an attribute of a causal agent, but an

indieator of the stJdent‘s previous accomplishment. It is arguable that .8
. ] : i
does not represent a causal influence at all, but a spur1ous ‘result of the

~ 1nf1uence of unobserved var1ables operat1ng 9&~Q?th Time 1- and T1me 2.

Consequently, the covariance betweenn; andru which is accounted for dy B,

~

could just as well bé al]bcated to Y21 .

”~ K

. - The consequences of adding increasing propértions‘of covarianc& to Yz is.

’

summarized in Table 6. Note that as the érror in Wu increases B dbcreases,

and as the standard error of 8 increases the unexp1a1ned var1ance nna .
. o

Increases, and this: trend held regard]ess of measurement error in y: and y:
This analyt1cal pFocedure shows that prob]ems assoc1ated with measurement

. error cap be studied by setting bounds on parameter est1mates under a range of
k-

. realistic error conditions. In theﬁana]ysls of measurement error, B8 ranged =

from a low of .553 to a high of .648, with a standard error from .029 to .032

. 2
under whdt actually are optimistic assumptions about the Tow magnitudes, of

1 .

At

'

measurement error.




<

Results of Testingfa,Mbdel with Realistic Error Assumption

~

What are realistic error assumptions to use in analyzing the Philadelphia
- data? Re]iabi}ity coeff1cjents bef@eeh alternate forms of the same test are
cHaract&r]§t1ca11y 1n the ‘range of .85 to .94 (Thorndike and Hagen, 1977:

92), suggestfng that measuremént error in achigvement tests could rea]igpi—
éa]ly'be set at 25%.' A separate analysis was done setting measurement érror
at ;25 on both Yland Y2, and'inclddiﬁg a 5% correlation in f€2; to allow test-
retest bias. Additionally-, tHe off(diagonai psy, Ya , was set at .05 to

allow for specification errors due to omitted variables. The resulting B was

.788, - the J5 was 044, and Y22 was .144,

~

A
i

Including higher rates of error in the longitudinal variables had the

4

effect, of removing a downward bias in the beta linking Time 1 and Time 2. An

1ncrease in beta occurred even though -the setting of Y21 at .05 removed an

&

"upward bias in beta due t@ specification error.
A} .

- . ’




aCUNCLUDING COMMENTS .

3
-

The original report, What Works.in Reading? (Kean et al, 1979) bases

conclusions on questionable methodological pract%ces._ Among these are the
\
’ - - ?g .
procedure by which eighteen “significﬂnt“ independent variables (out of 245)

were selected, the uncritical use of gain scores, and disregard for problems
s

3 -

of measurement error.

*

Wmile 1t appears futite to salvage substantive conclusions, important

metnoaological lessons can be drawn from the secondary analysis above.
- 14

The procedure by which 1nbependent variables were selected reflected a

'
il

lack of theoretical guidance although theoretical guidance i§'essentialvfnt_
multivariate analysis. MWith a large number of variables, statistical signi-
ficance 1s not a useful crilerlon. At the 95% confidence level, 12 zero-

order associations can be expectéd to be “si§n1ficqnt“‘by chance. Here we

do not beg1h to count an'astrOnomical number of pa}tia]s, of wmch five ﬁer- "
cent @}11 also be.large enough to pass a significance test by chance alone.

Une quasi-theoretical decision guiding the dnalysis was the decision to drop
variables outside the control of the school district, including race, sogioeco-

nomic status and sex. This i1l advised step appeared motivated by an understan-

dable desire to minimize controversy, but it was gounter productive to an

v
-

.~ .understanding of the data base. ‘ '

- The secondaﬁy analysis reported here entailed successive refinements.

~

This is not to say that other approaches would not be equally appropriate.

For example, the gain score model CQ%‘F also be refined by “"residualizing"

-

L] .

.the gain score variab]é, as recommended by Bohrnstedt (1969).

2 w

b
(N




S

The gain score model (Model.l) yields results which are virtua]}y
uninterﬁ}etable. Effects c0ntradiet long standjng principals of educational
practice. The longitudinal model (Model i) results in dramatic changes in
magnitude and sign of effects in contrast to Model 1. Effects in Model 2 are
also more 1n agreement with prior expectations (see Rankin, 1980). °

Subsequent refinemeats, including the introduet{on of a 10 factor measure-
- ment model on the independent side (Model 3),-and the analysis of sensitivity
to measurement error on the dependent side (Model 4), do not result in dramatic
shifts 1n parameter estimates, but they do illustrate techn1ques which can and

shoﬂ]d be app11ed as new generations of software make them not “only pract1ca1

but easily accessable to sociological and educational researchers everywhere.

-38-
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